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Abstract 

The imitation of a pheromone trail of an Ants Colony Model is implemented 

nowadays in a number of researches in order to explore more about the 

capabilities of swarm robotics. This project is presenting this behaviour using 

inexpensive and simple robots, the Kilobots. The main scope of this project is 

the challenge in implementing ants foraging using a limited number of virtual 

sensors in the Kilobots. Due to its simplicity, some solutions are implemented 

to sort the limitations of this technology. The environment is analysed in order 

to achieve the relation with a set of parameters such as the distance, quality 

and pheromone coefficients. It is implemented due to ARK technology, 

augmented reality in Kilobots (Reina, Cope, Nikolaidis, Marshall, & Sabo, 

2017). It is a powerful tool designed especially for the Kilobots' 

communication. 

Some experiments are performed in the ARGoS simulator (Pinciroli, et al., 

2011) and in the laboratory using the real robots. Each experiment is 

compound for 50 to 200 robots and within a changing environment from one 

to four food sources and one nest, involving different qualities and different 

distances. 

The analyses performed in this thesis determine the behaviour of these 

swarm robots using the powerful ants' tool, the pheromone, a chemical 

component that is virtually generated. The virtual pheromone enables the 

communication in a micro-scale scenario, achieving macro-scale behaviours. 

Thus, the Kilobots without global knowledge can mimic ants foraging 

behaviour. 
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The work presented is composed of three different experiments. The first one 

studies how the food source distance to the nest affects in the collection of 

food; the second one is based on the study of the food qualities, giving 

priority to a high quality food over a low quality one. The last experiment 

analyses all the variable parameters in the experiment such as the 

evaporation, the diffusion, the amount of pheromone, the number of robots 

and the number of food sources, to achieve the best relation for each 

scenario and to find the relation of those parameters.   
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1. Introduction  

Swarm robotics is defined as a branch of robotics that modifies the 

environment in an autonomous way, as explained in (Sahin, 2015). It has 

local communicative and sensitive capabilities, but does not have access to 

global and control knowledge. Swarm robots have the ability to cooperate 

with each other in order to achieve complex tasks, in an efficient manner 

which could not be accomplished when the decisions are taken individually.    

The project focuses on Kilobots (Rubenstein, Ahler, & Nagpal, 2012); an 

inexpensive type of swarm robots, allowing for experiments to be conducted 

using a large number of them. They are equipped with simple and small 

sensors and actuators in order to perform different tasks, imitating the 

behaviours of ants.  

Their goal is to make decisions based on the best resource of food. Once the 

decision is made, they will collect the food and transport it back home. The 

pheromone trails are deposited from the robots and allow the other robots to 

follow the track. The Kilobots will be acting as a swarm following swarm's 

behaviour as the ones explained in (Brambilla, Ferrante, Birattari, & Dorigo, 

2013), finding the most efficient way to carry different resources to home. 

The project is designed using decisions based on quality targets, limited 

knowledge (instead of using a general knowledge) and short-path targets, in 

order to imitate as closely as possible the ants foraging behaviour. This will 

significantly improve upon the results of previous investigations, where the 

knowledge of the swarm robots is in excess, as in (Herianto, Sakakibara, & 

Kurabayashi, 2007) or where the decisions are based on only the proximity of 
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the kilobots to the food source, disregarding the relative quality of the targets, 

as in (Garnier, Combe, Jost, & Theraulaz, 2013).  

The overall goal of this project is to perform a food collection task using a 

swarm of kilobots discovering the best quality resources and investigating the 

best pheromone parameters to achieve an efficient foraging. Virtual sensors 

will be used for this purpose to provide swarm robots the basic information 

that ants could perceive through the environment, such as resources located 

nearby and the location of the nest. Due to previous work in the Augmented 

Reality in Kilobots, ARK (Reina, Cope, Nikolaidis, Marshall, & Sabo, 2017), 

the project presented will be able to be simulated in ARGoS as well as being 

executed in the laboratory using ARK.  

This project will create an impact in the swarm robotics fields, particularly, in 

Ants Colony Models, as the ones explained in (Dorigo, Birattari, & Stutzle, 

2006), due to the fact that it will prove how such a simple robot swarm can 

perform a complex task with limited knowledge, virtual sensors and swarm 

behaviour. Furthermore, it will analyse how the pheromone parameters could 

affect ants' foraging strongly. By modifying the environment and pheromone 

parameters in every experiment, the best conditions to collect the food for an 

Ants Colony will be found for each particular situation. The search of the 

suitable number of robots working as worker ants will also be included. The 

parameters analysed in this project include the evaporation, the diffusion and 

the quantity of the pheromone, among others.  

It is true that other research work such as (Garnier, Tâcheb, Combe, Grimal, 

& Theraulaz, 2007) studied the correlation of some parameters but only with 

a maximum of ten robots. However, some interesting results have been 
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presented in recent years. For instance, it is proven that there exists optimal 

parameters of foraging and that there is a dependency of the robot 

behaviours with the environment. With these assumptions, the work done in 

this thesis gain further understanding in this research direction. 

This project will have a consistent structure, debating initially the different 

views of the researchers in the Critical literature survey section and the 

current useful approaches in the Relevant Theory and Analysis section. To 

continue, the process followed to perform this project will be explained in the 

Methodology section. Finally, the evaluation of the results, the outcomes, 

including the achievements and deficiencies, and a final conclusion will be 

presented, respectively, in the Results, in the Critique and in the Conclusions 

and further work sections. 
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2. Critical literature survey 

2.1. Biological swarm behaviour 

Biology studies such as (Ross & Matthews, 1991) and (Deutsch, Brusch, 

Byrne, Vries, & Herzel, 2007) reveal that there is not a real centralized 

coordination method in the social animals' and mainly, in the social insects' 

world. It has been analysed that there is a synchronised behaviour known as 

swarm. As investigated in (Sahin, 2015), there are three key motivations that 

make the swarm robotics to be developed, trying to imitate this social 

behaviour. One of the key motivations is the robustness, the ability to 

continue operating even in individual failures or during environment 

disturbances. The flexibility is another key motivation due to the requirement 

of generating satisfactory experiments in a wide range of different tasks. The 

last one is the scalability; in a swarm robotics environment, scalability is 

described as the capability to work with different sizes and configurations and 

measure them in terms of productivity and performance, in a particular 

collective system, as explained in (Kernbach, Handbook of Collective 

Robotics: Fundamentals and Challenges, 2013).   

As defined in (Brambilla, Ferrante, Birattari, & Dorigo, 2013), the main 

characteristics of swarm robots are the autonomy of the robots, the constant 

modification of the environment due to the robotics knowledge, the local 

sensing and communication capabilities, the non-requirement of a global 

knowledge environment, the non-access to a centralized control and the 

interaction and cooperation between the robots to achieve a task together. 
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Main studies related to swarm robotics, (Kube & Bonabeau, 2000), (Chan & 

Kumartiwari, 2007) and (Deneubourg, et al., 1991) are using, as a reference 

control, the ants' behaviour in order to achieve cooperative tasks, such as 

taking some items from places in a coordinated way, following the traces that 

other robots have left, guiding the robots to a common goal, among others.  

 

2.2. Pheromone studies 

A huge amount of studies lay down that the ants' pheromone phenomenon is 

essential to be stablished in order to optimize the swarm behaviour of the 

robots. In some scientific analysis, (Purnamadjaja & Russell, 2007) and 

(Kazama, Sugawara, & Watanabe, 2006), is used the pheromone to guide 

the robots from a random walk around the environment to achieve its goal 

due to the following of the pheromone trail. This pheromone is previously 

deposited for robots that have acknowledged more information due to its 

previous exploration through the environment.  

The discussion of which is the best substance to simulate ants' pheromone is 

being very controversial nowadays. Some experts agree that the use of 

physic elements to simulate the pheromone is the best option to achieve 

foraging behaviours, while others argue that virtual sensors are the best 

solution to perform more experiments and in an efficient way.  

Chemical experiments involving cooperative ants' behaviour have been 

developed successfully. (Fujisawa, Dobata, Sugawara, & Matsuno, 2014) 

and (Wilson, 1965) use a chemical component with evaporation, diffusion, 

locality and reactivity characteristics in order to imitate the natural substance. 

It has been proof that the behaviour can be created as a completely 
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autonomous system without external communication controls. However, this 

technology is being difficult to implement and it is heavily criticized by (Mayet, 

Roberz, Schmickl, & Crailsheim, 2010) for not being reliable enough. 

On the other hand, some virtual systems in the pheromone printing are giving 

interesting results in the field, such as (Arvin, Yue, & Xiong, 2015). This one 

is opting to use a LCD screen located in the ground to create a light 

pheromone trace. In addition, some experiments have been performed using 

phosphorescent light as a floor, (Mayet, Roberz, Schmickl, & Crailsheim, 

2010), proving its reliability. However, these technologies have high costs 

due to the purchasing of the LCD board. Other researches, as (Herianto, 

Sakakibara, & Kurabayashi, 2007), use RFID technology. This technology 

enables a low cost system developing artificial potential fields in a data 

carrier system. Nonetheless, the RFID technology is not quite acceptable for 

some Scientifics in the area due to the fact that the robot is not really 

autonomous and the pheromone lay is neither done and nor decided, by the 

robots. (Garnier, Tâcheb, Combe, Grimal, & Theraulaz, 2007) argues that the 

printing decision is made by an intelligent controller that have a global 

knowledge of the environment instead of giving intelligence to the swarm 

robots, as the ants work.    

 

2.3. Robots and platforms 

Different kinds of robots have been used to evaluate the ants' behaviour. For 

these specific tasks, it tends to use simple and small robots. There is a huge 

amount of emerging robots of this type, as the Colias and the extended 

version Colias-III, experimenting in the bio-inspired vision systems (Arvin, 
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Yue, & Xiong, 2015). Another well-known robot is the E-puck, characterized 

for its simplicity, a user replaceable battery and a distance, camera, bearing, 

accelerometer and mic sensors (Bonani, et al., 2009). It is also used the 

Kilobots, remarkable for its long autonomy, up to 24h, and its facility to be 

programed in groups instead of programming them one by one (Rubenstein, 

Ahler, & Nagpal, 2012). The bots including foot-bots, eye-bots and hand-bots 

are also recently used in this field. It is true that its autonomy is lower than 

the other robots, although, they are capable to perform more tasks and in a 

more reliable way due to the large amount of sensors (Dorigo, et al., 2013). 

Alice is equipped with a camera and a distance sensor and has a size of only 

2.2 cm. It is used in many researches nowadays such as navigation and map 

building (Caprari, Balmer, Piguet, & Siegwart, 1998). Another alternative is 

Jasmine, focused mainly in honeybee behaviours due to its suitable shape 

(Kernbach, Thenius, Kernbach, & Schmickl, 2009).  

The affordability, scalability, flexibility and the non-requirement of huge 

spaces for small platforms and robots is creating a sharply increase in the 

swarm robot researches. Some experiments can be performed using 

different kind of technologies, for instance E-pucks and Kilobots. As 

discovered in (Nouyan, Campo, & Dorigo, 2007), satisfactory path formations 

to the goal can be implemented using E-pucks and Kilobots, sharing the 

same strategy. This enables to choose a robot depending on the information 

that it is needed to extract in each experiment.  

There are different technologies to implement satisfactory swarm robotics 

simulations. The open source multi-robot simulators are the most used for 

the researchers in this field due to they are easy to install, flexible and 
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without any cost. The well-known ARGoS is the most desired in the 

Scientifics world (Pinciroli, et al., 2011) outstanding for its scalability. ARGoS 

includes an extensible architecture, adding the option to modify functionalities 

to adapt any kind of swarm robot. Furthermore, it enables simultaneously 

multiple physics engines, enabling a transparent migration of the robots 

between engines. This software perfectly accomplishes the necessities of 

this thesis. Thus, ARGoS is the platform used. There are other alternatives 

less focused on this swarm behaviour such as ARTOO (Ciupa, Leitner, Oriol, 

& Meyer, 2008) that supports the idea of an Adaptive Random Testing and 

ROS that "provides a structured communication layer above the host 

operating systems of a heterogeneous compute cluster" (Quigley, et al., 

2009). Also, other platforms such as FORMICA (English, et al., 2008) are just 

focused on ants' behaviour creating an easy and affordable program that can 

perform different tasks related to the real behaviour, such as take food from a 

place, leave pheromone, follow pheromone, among others.   

Another challenge that a foraging system should overcome is the way to 

analyse the information of the current simulations due to the fact that in 

swarm robotics the experiments are performed using a high swarm size, 

different environment characteristic and also, a large amount of different 

coefficients of the pheromone. The information collected through the 

experiments should be merged and evaluated using big data analysis. As 

explained in (Chen & Zhang, 2014), there are a lot of techniques to analyse 

high amounts of data. There are some programs capable to extract the 

information from files and sorted in a manner to allow the analysis. There are 

some open-sources such as Ploty (Sievert, Parmer, Hocking, Chamberlain, & 
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Ram) that, integrating different programming languages, can create a 

complete analysis for many applications. Some other well-known platforms 

are Matlab (Sharma & Martin, 2009) and Python (Rossum & Drake, 1995). 

These two techniques are so developed and with a helpful service support. 

However, they are quite complex and due to this complexity, the computation 

increases developing to a low performance speed in some cases.  

The R platform (Bunn & Korpela, 2014) is the technology chosen due to the 

fact that is mainly focused in the data processing and analysis. It is a simple 

tool which includes a wide range of useful functions. In addition, it is an open-

source that is supported in all the operating systems. 

 

2.4. Navigation control 

In terms of the navigation behaviour, it has been discussed the different ways 

to follow the pheromone path, in an efficient manner to not follow the wrong 

decision, without wasting resources and achieving, in a reliable way, the 

goal. Some of the navigation control methods are based on the potential field 

approach to complete their tasks, while others do not implement the obstacle 

avoidance behaviour. For instance, in (Kim, Wang, & Shin, 2006), an 

experiment based on potential function approaches is evaluated. This 

method enables the robots to get aligned and to create a path as a swarm. In 

addition, it is creating attraction to the goals and repulsion to the obstacles 

around, achieving the aim of the experiment without crashing.  However, 

these projects are not mainly implemented for this task due to the non-

similarity with the real behaviour, the use of holonomic sensors for the robots 

and the lack of pheromone coefficients as evaporation and diffusion. 
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On the other hand, some studies (Jackson, Holcombe, & Ratnieks, 2004) 

and (Garnier, Combe, Jost, & Theraulaz, 2013) reveal that there is no need 

for the robots to create a program to learn, for instance, the presence of a 

bifurcation. The study (Garnier, Combe, Jost, & Theraulaz, 2013) uses a 

robotic model just programed to perform a correlated symmetrical random 

walk in an environment with few obstacles, other robots and walls. This work 

implements the Ant Colony Optimization algorithm to provide an effective 

choice selection, discerning between paths to choose the shortest one but 

without checking the food source qualities. 

In order to create an intelligence system to reproduce the ants' behaviour 

some questions should be made. How ants can pick out one way or another? 

Are they capable to choose the better way? In some studies, as (Goss, Aron, 

Deneubourg, & Pasteels, 2009) and (Garnier, Guérécheau, Combe, 

Fourcassié, & Theraulaz, 2009), this issue has been studied. The Argentine 

ants were chosen to perform these experiments. It was found that the ants 

with a limited orientation can get through the shortest path due to the 

pheromone deposition of other ants. Other studies, such as (Wendt & 

Czaczkes, 2017), analyse the ants' self-control. The self-control is described 

as the capacity to opt for the large delayed reward instead of choosing the 

first one found. In the ants' field, it is referred to the capacity to discern 

between a food with high quality but far from the nest with one closer but with 

low quality, avoiding the consumption of low-quality sources rewards. 

However, the ants do not reject a slightly poor food; it will be after the 

analysis of the different pheromone trails when the ants will start discerning 
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between paths and maximizing the collection in the richest food source, over 

time, the best collection will be achieved.  

Another interesting question about the ants' behaviour is how the number of 

food sources affects to its conduct. It is tend to think that the reduction of 

errors or noise perception in the ants or robots through the environment will 

reduce the efficiency in the food collection; Nonetheless, (Deneubourg, 

Pasteels, & Varhaeghe, 1982) demonstrates that an optimal level of noise is 

advantageous for the ants in order to exploit a wide amount of the 

environment. Due to this fact, the ants will be able to discover more food 

sources and choose that food source with a better quality and distance trade-

off. Nevertheless, this study was extremely criticised by (Nakamura & 

Kurumatani, 1997) due to the fact that the model was not representing the 

pheromone dynamics and was just formulating simple differential equations. 

The article (Nakamura & Kurumatani, 1997) presents an alternative 

mathematical model without a centralized control but assuming that the ants 

can sense the pheromone. It was discovered that the macro-scale of this 

behaviour appears due to the micro-scale behaviour of each individual ant.   

Another work, comparing the micro-scale and macro-scale ants' behaviour, is 

(Reina, Miletitch, Dorigo, & Trianni, 2015) which performed some 

experiments analysing the honeybees' behaviour. A formalised pattern 

design has been created in order to take collective decisions to increase the 

understanding of the effects of spatially on the decision dynamics, comparing 

the microscopic with the macroscopic link. 

The navigational control of the robots is playing a role in order to develop a 

similar ants' behaviour. There is a trade-off between the maximum allowance 
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information that the robots can perceive with the effectivity to achieve its 

goal. There are different techniques that experts developed that should be 

investigated. In (Payton, Daily, Hoff, Howard, & Lee, 2001), a robustness 

control navigation system was created without providing to the swarm robots 

an explicit maps or models of the environment and also, without an explicit 

knowledge of the robot location. The improvement in the swarm field is 

remarkable due to the discovery that an intermediate representation between 

the computations and the real world is not needed.  

Another particular work which explores the ants' behaviour is the (Sakiyama 

& Gunji, 2016). This experiment proposes self-organized patterns in foraging 

using hybrid navigation with momentary decisions; however, this hybrid 

navigation can produce uncertainty in the ants' foraging as explained in 

(Knaden & Wehner, 2005). On the contrary, it is proven that the robots, due 

to this model, can achieve decisions based on the exploitation and 

exploration, estimating the local pheromone gradients. The gradients are also 

implemented in some algorithms of swarm intelligence in order to behave as 

social organisms, as defined in the population-based algorithm, PSO 

(Marinakis & Marinaki, 2009). In (Sakiyama & Gunji, 2016), it is demonstrated 

how the decisions are made by following the Weber's law (Ekman, 1959). 

This decision is creating a linear reaction at micro-levels when pheromone is 

found, as explained in (von Thienen, Metzler, Choe, & Witte, 2014).  

The most similar work to the one presented, it is the (Garnier, Tâcheb, 

Combe, Grimal, & Theraulaz, 2007) article, focused on the swarm 

behaviours. In this case, Alice robots are used to create a range of 

experiments to observe the behaviour of the robots going from the nest to 
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home and vice versa. In this research, the simulation of the pheromone is 

done by light, creating light trails in the floor. This work is inspirational due to 

the fact that some interesting results and question have been disputed. First, 

it is proven that only a collective choice can take place if and only if the 

evaporation is not fast enough. What is more, an optimal number of robots 

should be chosen carefully for each environment agreeing with the previous 

work of (Krieger, Billeter, & Keller, 2000) that experiment with Khepera robots 

in order to create an ants' fiction colony for foraging and collect food.  

 

2.5. ARK and ARGOS studies 

The work presented is based on the ARK system, Augmented Reality for 

Kilobots, (Reina, Cope, Nikolaidis, Marshall, & Sabo, 2017). It is an 

alternative inexpensive and robust system, in comparison with the 

technologies analysed above, such as (Arvin, Yue, & Xiong, 2015), (Herianto, 

Sakakibara, & Kurabayashi, 2007) and (Garnier, Tâcheb, Combe, Grimal, & 

Theraulaz, 2007). This system enables the performance of a wide range of 

tasks in a swarm environment where the robots take their own decisions. 

These decisions are made taking into account the virtual sensors received 

from the ARK system.  

What is more, this technology is capable to use multiple threads to save time 

during the execution, to perform the ID settings and to compute the 

synchronisation of the robots. This new technology has the capability to 

create any communication with the robots independently of the quantity of it 

and under an unknown environment due to the location of four cameras in 

the top.  
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The figure bellow extracted from (Reina, Cope, Nikolaidis, Marshall, & Sabo, 

2017) describes the system architecture: 

 

 

Figure 1. ARK arena hardware architecture (Source: (Reina, Cope, Nikolaidis, Marshall, & Sabo, 
2017)) 

 

 

As shown, there is a master computer that communicates with the cameras 

using a binary synchronous communication (BCS). The BCS system is the 

one in charge to compute all the information received from the cameras, 

process this information and send the right message to each Kilobot via the 

Overhead controller (OHC), including the characteristics of the current 

environment. The Kilobots receive this information due to the infrared (IR) 

communication and send information through the LED located in the top.  

The ARK system is implemented over ARGoS technology, as explained in  

Robots and platforms section. The code source can be found in GitHub 

(GitHub, 2018). This website allows a fast download and a forum for possible 

bugs. The structure of the files is used as a template and should not be 

changed, enabling an easy understanding of the whole program. The 

(Pinciroli, argos3-kilobot, 2017) web page is the one used to download the 
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template which contains all the basic files, libraries and plugins. In 

comparison with other systems, as (Sievert, Parmer, Hocking, Chamberlain, 

& Ram) and (Ciupa, Leitner, Oriol, & Meyer, 2008), ARGoS is focused on the 

capability to allow the user to add functionalities and improvements of the 

open-source. In addition, it includes code examples and experiments to 

understand better how to program the robots in an efficient way. 
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3. Relevant Theory and Analysis 

There are some concepts that should be understood before starting to build 

the code. These concepts are related with the functionalities of the robots 

and with the ants' behaviours. 

It is important to understand how the ants walk is performed. It is clear that 

this is not the main specification of the project but, in order to achieve a really 

similar ants foraging, the movement needs to be implemented for the swarm 

robots as similar as possible. The ants foraging is based on a random walk 

and maximizing the worker ants area explored. It is known that when the 

area explored is increased, the throughput is maximised, as explained in 

(Boogert, Fawcett, & Lefebvre, 2011).  

In addition, it has to bear in mind that the relation between the food sources 

and the collection is not linear. As confirmed in (Heck & Ghosh, 2000), an 

ants foraging implying an unlimited food available can cause a non-efficient 

collection. This effect is called the trapping syndrome and it is important to 

avoid it. 

There are some aspects that should be analysed. For instance, it should be 

considered the ants' decisions in the random walk, to continue straight or turn 

to one side. As explained in (Pearce-Duvet, Elemans, & Feener, 2011), this 

decision is different for each kind of ants. It is defined a turning rate in 

degrees per second, an speed in millimetres per second and a turning 

intensity in degrees per body length in order to quantify each ant type. This 

study revealed that the ants have speeds between 13 to 20 mm/sec, turning 

rates around 70 degrees per second and turning intensity up to 16 degrees 

per body length.  
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It has to bear in mind that the main scope of the behaviour of the robots is 

the similarity with the real world, concretely, in the ants foraging. That is why; 

some biological approaches have taken into account. The principal concept 

of the ants' collection action is the pheromone tools to enable the swarm 

behaviour due to the pheromone trail, achieving an efficient collection in an 

ants' colony. As defined in (Morgan, 2008), the pheromone is a chemical 

substance that incite worker ants to follow the trails using antennae contact, 

the pheromone smell and their move in a jerking way. There are multiple 

purposes of the pheromone but, as remarkable in (Witte, Attygalle, & 

Meinwald, 2007); the exploitative capability of the food collection is the most 

used in the ants' world in front of using the pheromone as a defensive or 

aggressive tool. 

To continue, the pheromone properties should be studied carefully in order to 

reproduce a virtual substance with the same behave. There are two notable 

properties, the evaporation (the capacity to vanish) and the diffusion (the 

capacity to spread out) of the pheromone. These ones have been 

parametrized in a model that enables a close simulation to the real 

behaviour, using only two simple equations. The equations determine the 

amount of food collected, using an extensive diffusion and a constant 

evaporation. There are two regions, the attracting region P(x, y, z) and the 

active trail T(x, y). 
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These ones are extracted from (Nakamura & Kurumatani, 1997) and they are 

going to be applied in the performance of this project, as shown below: 
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Equation 1.  Evaporation equation 
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Equation 2.  Diffusion equation 

 

 

The first equation creates a constant reduction of the pheromone over the 

time with a biology parameter of the evaporation ‎  and the active Trail T 

that comprise the current environment in two dimensions. 

The second equation takes the biology diffusion parameter of the pheromone 

and multiplies this coefficient by the differential equations. Then, this 

parameter is subtracted by the differential time and finally, the current 

environment in the three dimensions is modified. 

The parameter z = 0 is referred to a boundary reflection. Using both 

equations, the robots will be capable to create an attractive area through its 

way.  
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Once the pheromone properties are well known, the manner of following the 

trace should be implemented. The concept of how to create an Ant Colony 

Optimization is being a trend nowadays. The best technique of this 

optimization stills uncertain due to the large amount of theories and the use 

of different scenarios analysed from the researchers.  

In (Dorigo, Birattari, & Stutzle, Ant Colony Optimization, 2006), a wide 

overview of the topic and the evolution of the foraging behaviour theories are 

explained. It is paying attention in the importance of expanding the 

experiments options changing its dynamics and stochastics aspects. This 

paper encourages researchers to continue investigating in this field in order 

to find the most approximate model to solve hard optimization problems. That 

is why; a large of parameters and environment variations will be implemented 

in this project, enabling disputed results of the experiments in the Results 

section.   
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4. Methodology 

4.1. Files structure in the simulation 

Before starting the simulation, some concepts should be learnt and some 

investigations should be done. Comparing the technologies used in Critical 

literature survey and making clear the goals to achieve, as explain in 

Introduction, the whole project should be implemented.  

The first step for the simulation is to set up the ARGoS platform. This 

platform is an open-source and can be used in any type of computer. It has 

been implemented over bash code. There is some basic knowledge that 

should be understood in order to structure in an efficient way the different 

files and in order to execute the software. There are three main types of files 

to implement a simulation. The first file is the behaviour which has the 

intelligence of the robots. This file is executed as threads for each of the 

robots, namely, each robot will be executing the same intelligence but it will 

not be behaving in the same way in each time step due to the fact that the 

environment around will be different. Thus, as following the ants behaviour, 

each robot will have their own knowledge and will take each own decision. In 

order to receive information from the environment, the virtual sensors should 

be implemented. These virtual sensors are created for a unique main file 

called loop functions. The loop functions file is a file with the ability of reading 

the information from the environment, computing the information and sending 

the environment characteristics around the concrete robot to each one. This 

information should be comprised in just ten bits and should include the 

information that the ants would know in each case. This knowledge will be so 
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limited due to the fact that neither a not global knowledge nor a GPS 

navigation system is the aim of a swarm robotics to implement an ants' 

colony. For instance, the locations of the food sources, its quality and the 

positions and the behaviours of other robots should not be known for the 

Kilobots. This smart system that performs all these tasks is called ARK, 

Augmented Reality on Kilobots. The only variables able to be known for the 

Kilobots are the following ones: 

- Angle to Home: This project assumes that the robots have the 

capacity to return at home just following a virtual sensor that indicates 

the degrees to Home. This angle is compute in 4 bits, thus the values 

received will be from 0 to 7. These values will be normalized in 45 

degrees each one in order to fit a computation from 0 degrees to 360 

degrees. For example, a value between -22.5 and 22.5 degrees will be 

sent as 0, as shown: 

 

Figure 2. Angle interpretation 

 

- At Home: This variable is a single bit to indicate to the robot if its 

location is within the boundaries of the nest. The real ants know this 

information. 

- At Food: This variable is, also, a single bit. It indicates if the robot is 

located in a food source. When the variable is 1, food source detected, 

the food is collected and is brought to home printing pheromone. 
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- Quality: This variable has four bits. It is used to indicate the quality of 

the food source. This variable is just received, if and only if, the robot 

is located within the boundaries of a food source. Thus, the robot will 

be able to analyse the food, compute its richness and later print 

pheromone according to the value found in order to suggest to the 

other robots to follow or not the current trail to the food source. 

- Pheromone Zones: The pheromone zones variable indicates the areas 

next to the robot where pheromone is found. This is the virtual sensor 

that represents the antennas behaviour of the ants following left to 

right the pheromone trail. It will be given this variable in any moment 

except when the quality is given. Thus, it is known if there is 

pheromone in the environment except when the robot already found a 

food source. 

The loop function file will need to receive some information in order to 

understand the environment. This information will be the ID of the robot and 

its location, due to the simulated camera located in the top and also, the 

information of the resources in the environment. What is more, the robots will 

be changing its LED to communicate the current behaviour to the ARK 

system. This LED has three colours, one colour per behaviour: 

- Red colour: It is indicating that the swarm robot is foraging, walking in 

a random move and searching for food. 

- Green colour: The green LED is indicating that the robots are following 

the pheromone to the food source. 

- Blue colour: Once the robots reach the food source, the LED will 

change from green to blue indicating that the food source is reached 
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and that they are carrying food. This colour will change again to green 

or red once the home position is reached. 

 

The payload to send the information from ARK to the robot is shown above: 

 

At 

Food[9] 

At 

Home[8] 

  

Table 1. Payload 

 

Other interesting files are involved in these experiments. The next one is the 

experiment ARGoS file, an HTML file which configures the environment. This 

one is the one that determines all the variables and positions in the 

environment and is executed to perform the experiment. In addition, the 

simulation cameras can be configured in this file to achieve a better visibility 

of the environment. Also, this file sets up the distribution of the robots and 

writes the random seed of the experiment. The random seed is useful to 

create a set of different random experiments. What is more, it is useful in 

order to reproduce two exactly experiments just using the same seed 

number. This file is also read from the loop functions file to extract the 

environment data and achieve a global knowledge of the experiment in order 

to classify and process the information to the robots. Through the command 

prompt the ARGoS file can be executed to perform the desired simulation. 

Once the ARGoS file is running, the loop function and the behaviour file are 

executed and the simulation takes place. 

Also, a bash file is created to execute x times the experiments changing the 

ARGoS parameters in the file. It is useful to change the environment and 

9    8        7       6           5   4  3    2      1        0 

Angle To Home ( 4 LSB bits) 
   Pheromone Zones [7..4] 
 

Quality [7..4] 
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perform hundreds of slightly different experiments. In addition, the bash file 

save the information in a set of txt files, jointly with the experiment file, to be 

able to analyse the data afterwards. The experiment can take quite a long 

time due to the fact that each exact experiment can be executed for a long 

period and changing the seed number to make the results reliable. In 

addition, the coefficients of the pheromone and the environment parameters 

can be combined creating a large size of experiments. 

The last file created is the R file. The R program is used to evaluate the high 

amount the data obtained in the different files. The R file is sorting the data 

depending on the different variables and creating a massive file organized by 

tables with the different data averages. Furthermore, another R file is needed 

to read these tables and plot in an understandable way the results.  

To summarize the information explained above, an explanation diagram has 

been performed in the next figure: 
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Figure 3. Files structure 

 
 

In the diagram above, it is shown how each file is interacting to each other to 

perform a structured and efficient project. It is proven that the robot are 

accurately receiving similar information as the ants do, just based in what 

they are able to perceive through the environment. 
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4.2. Main behaviours 
 

The robots have a clear and known purpose, imitate as accurately as 

possible the ants foraging behaviour depending on the value-sensitive of the 

food sources in order to achieve the best balance of quality collection in a 

short time. 

Once the experiment is executed, independently of the food sources 

characteristic and independently of the number of robots, all the robots will 

start with the random move behaviour. Every time step they will be checking 

if it is received the virtual sensor of the food found. If the food is found, this 

will be carried to the nest. If it is not found, the robots will check if the 

pheromone is received. If none of those are received, the ants will be moving 

randomly. Once a pheromone input of the "pherozones" variable is received, 

it starts following the pheromone trail. The ants can get lost or can stop 

detecting the pheromone due to the evaporation and diffusion coefficients of 

the pheromone. Therefore, if the pheromone is not detected, the robots will 

look around searching for pheromone. If the pheromone is not detected 

anymore, the random move will be performed again. 

Once the robots reaches home, the food will be left, the LED colour will 

change and the robot will turn half a round, 180 degrees, to orient 

themselves to the pheromone trail. The real ants perform this task in this way 

due to the lack of the non-global knowledge. Thus, they cannot go directly to 

another food source that maybe has a better quality.  

In order to understand the behaviour of the robots in this system, a flowchart 

has been created to illustrate this performance in Figure 4. 
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Figure 4. Flow chart of the robots behaviour 

 

There are some main actions that should be explained in detail, as the follow 

of the pheromone behaviour. The real ants count on to antennas to follow the 

pheromone trail, in this case, a similar behaviour has been implemented. The 

ARK has a matrix of the floor divided by horizontal and vertical pixels among 

the total arena floor, creating cells. It is configured to have 150 cells per 

meter so, depending on the size floor; the matrix will determine its size. It is 

configured a visibility of the ants of 2 cm. This visibility will be performed only 

in the forward part of the robot, not in the backward. This means that the 

robots will have only 180 degrees of visibility, from -90 degrees to 90 degrees 

being 0 degrees the orientation of the robot. In order to perform the 

pheromone trail following, the loop function will send just the information of 
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those cells that are accomplishing these characteristics. What is more, due to 

the fact that there is a bits limitation, the cells will be normalized to an angle 

comprising only 4 bits. Each bit corresponds to one area of the front part of 

the robot and is indicating 0 or 1 if it has any cell with pheromone. As 

observed, this method is creating large approximations that can be compared 

with the noise in the environment. This behaviour can be described as the 

following: 

 

Figure 5. Pheromone zones calculation 

Another important concept to bear in mind is how to change the properties of 

the pheromone in order to give an advice to the other robots about the food 

source quality. A high quality food source should have stronger pheromone 

than a low quality one. This difference will be observed in the quantity of the 

pheromone print. The quality has a range value between 0 and 10, being 0 a 

really low quality and 10 the best one. The constraint of this behaviour is that 

the loop function is the one that prints the pheromone through the virtual 

sensors not the robot. However, the decision of printing pheromone should 

be done by the robot. In order to solve this problem, the ARK is not using the 

quality variable to print the pheromone; this quality is sent to the robot when 

this is in the food source. It is processed for the robot and it is encrypted in 

the LED colour. The ARK prints pheromone when the Kilobots are showing a 
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blue LED colour. That is why; the Kilobots will change the colour in order to 

advice the loop function to print or not the pheromone. This advice will be 

done as a probability depending on the quality found. For instance, a quality 

of 0 means a 0% of pheromone printing. Thus, the LED of the robots will be 

green all the time not allowing the ARK to print this pheromone. A 10 quality 

food source represents a pheromone printing of 100% of the time, so, the 

LED of the robot in this case will be always blue. This probability is calculated 

using a random number between 0 and 100. This random number will be 

compared with the quality previously multiplied per 100. If this number is 

lower than the quality, the blue LED will be used to print the pheromone, as 

shown in the next image:  

 

 

Figure 6. Calculations of the quality probability 

 

Another challenging behaviour that should become as accurate as the ants 

one is the calculations of the pheromone coefficients. There are three main 

coefficients to bear in mind, the evaporation, the diffusion and the pheromone 

quantity. These coefficients can be changed at the start of each simulation or 

real implementation and also, during the performance of the real 

implementation. These three coefficients are based on the real antsô 

coefficients and the equations used are extracted from scientific researchers 
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of mathematical approximation models as explained in Relevant Theory and 

Analysis section. In each time step these parameters should be computed for 

every cell of the matrix floor depending on the pheromone position. It is 

updated using a loop. In this loop every cell of the matrix is checked, if there 

is any robot with blue LED, inside the concrete cell the value of this cell will 

increase adding the amount previously defined. The matrix will contain the 

quantity of pheromone in each cell and, jointly with the pheromone 

coefficients, is recalculated. This matrix will be printed in the environment 

every 10ms. It is not done every time step because this will compromise the 

system. It is needed a balance of the printing time with the frames per 

second due to the fact that print the environment takes a long CPU time.   

 

4.3. Experimental implementation using 
Kilobots 

 

Once the simulation is fully working and similar behaviours to the real world 

are obtained, a simulation with swarm robots in the robotics laboratory of the 

University of Sheffield should be performed; corroborating the results 

obtained in the simulation and also finding more interesting scientific results 

in this field. 

The files in the real experiment are organized in a similar way to the 

simulation. There is the behaviour one, a C++ code that is compiled alone 

and is converted to a .hex file. This one will be updated in the kilobots before 

the start of the experiment. However, the robots memory is limited. 

Therefore, only a maximum of 33Kb is available. Due to this fact, the code 

should be implemented efficiently without long variables unused.  
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The ARK system is implemented through a program called QT which has a 

huge amount of functions predetermined in order to create an interface 

capable to perform the experiments. This ARK over QT includes a GUI which 

creates a graphical interface to control the process lively enabling the 

identification of the Kilobots, the assignment of their IDs and the uploading of 

the codes. In addition, it includes the updating of the function loop created 

that, interacting with the GUI, can modify the parameters online while 

watching the virtual sensors through the screen. This powerful tool also 

enables the possibility to save information of the experiments and record 

videos to analyse all the behaviours of the robot. 

 

The real experiment execution will follow the next steps: 

 

1) Make the robots awake, identify each robot and assign an id. 

The robots at the start are in sleepy mode in order to save battery. They are 

blinking in a purple colour every few seconds. Once they are reset the 

voltage should be checked. This voltage is identified by the LED colour of 

each robot. After checking the voltage, the IDs are identified from the 

cameras to know the position of each robot. The IDs assignment is the next 

step; it is done using a colours configuration. The ARK system asks to the 

robots to change their colours in order to identify them and assign them a 

unique ID, starting for 0 to the number of robots minus one. 
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2) Update the behaviour 

The executable code .hex is updated to the robots after resetting them. In 

this step any command should not be used during the few seconds that the 

action is working due to the fact that the robots can get badly injured. Once it 

is finished, the robots should be reset. In this point, the robots are prepared 

to start the experiment. 

 

3) Update ARK code and configure the parameters 

This step consists on updating the experiment created with the GUI interface. 

In addition, some parameters in the interface can be changed depending on 

the experiment to conduct. Variables as the food and nest location, the 

qualities of the food, the evaporation, quantity and diffusion should be set 

carefully. 

 

4) Execute the experiment 

This step consists only on running the experiments. This shows through the 

screen the parameters configured before and it can still change some of 

them if it is not suitable for the experiment. For instance, if there is a need to 

allocate a robot in a current food source. 

 

5) Run the robots 

The last step consists on executing the robots, changing the mode to the run 

mode. This is so important to be performed in the last step due to the fact 

that if it is executed before the running execution, the relation between the 

current robot position and its ID can be lost. 
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4.4. Experiments performed 

There are a wide amount of experiments that has been performed. Before 

the execution of them, some tests have been done, as the ones described 

below. First of all, it has been performed a simple test to check the important 

functionalities without the pheromone matrix. This test consists only in a 

robot following the path from the food to home evaluating the angle sent by 

the ARK system. Once the robot reaches the nest, the LED will change. This 

experiment is useful to check the accuracy of the angle given. 

The next test involves two robots and a food source without a quality 

variation, assuming always a quality of 10. It is taking into account the 

pheromone matrix. One robot is located in the food and the other in the nest 

so, the one of the food starts printing pheromone while the one in the nest 

starts walking randomly. Once the first one reach home, it starts following 

each own trail to the food. When the second one found pheromone in the 

floor will perform the same behaviour. It has been used high values of 

quantity and diffusion and low values of evaporation to success in the 

collection with only two robots. 

The last test includes the quality coefficient for a food source and two robots. 

In this last test it was proven how the difficulty to follow a pheromone trail is 

added and how is the pheromone just printed half of the time with a quality 

food source of five. 

Once the functionalities are tested, some experiments can be performed in 

the simulation mode. The first one is a simulation with a certain amount of 

robots, around 50, starting from a random position and foraging for food. The 

food sources have the same quality, quality 10, but different distance from 
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the nest. It has been used three food sources, one located at 0.33 m from the 

nest, another at 0.67 m and the last one at 1 m. In Figure 7, the main 

collection differences can be analysed. The collection of the food using 

pheromone can be shown using the ARGoS tool to run a simulation: 

 

Figure 7. Distance comparison experiment 

 

 

The second experiment performed includes four food sources and 50 robots. 

This food sources are located quite far from the nest and in the same 

distance from the nest because the key of this experiment is the quality 

variation. It is used different quality food sources, of 10, 8, 5 and 3. In the 

next picture a simulation of the experiment is shown: 
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Figure 8. Quality comparison experiment 

 

This experiment allows the analysis of how the quality affects in the 

pheromone printing and in the foraging. In addition, it is helpful to analyse the 

trade-off of the coefficients of the pheromone to collect the food but without 

wasting pheromone. It can be observed in the last picture how after a while 

the robots are not interested in the low-quality source, concretely, the food 

source located in the left and down of quality 3. 

 

The last experiment performed is the most complex one. This will be 

essential to find the most efficient Ants Colony Model to maximise the 

throughput. This experiment which takes around four days to be performed 

includes 100 experiments for each of the following combination of values: 
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No. robots Evaporation Diffusion Quantity Food 

50 0.01 0.3 15 1 source 

100 0.03 0.6 30 2 sources 

200 0.05 0.9 60 3 sources 

    
4 sources 

Table 2. Proposed experiment options 

 

The values are going to experiment sustainable changes in order to look for 

the best environment. Some coefficients of the pheromone may be increase 

or decrease and tested a large amount of times. In addition, the quality in this 

experiment is a factor that will be varied once the best performance has been 

chosen. Also, a wide number of robots are going to be analysed only with the 

final values in order to analyse the best swarm size for each environment. 

This experiment is the one that enables a better interpretation of the antsô 

behaviour and its parameters in order to perform the most effective 

collection. This experiment permits to analyse how the collection changes 

depending on the increase or reduction of the pheromone coefficients or the 

robots number. Analysing the data obtained carefully, the better quantity of 

robots for foraging can be found for each environment. However, this value is 

depending also with the pheromone qualities. Due to this fact, in Swarm size 

analysis section, the relation between the pheromone coefficients and the 

robots quantity is going to be evaluated.  

The environment used in this experiment is comprised for the same items of 

the last experiment; four food sources and the nest align in the middle. In 

addition, two more environments have been added in order to corroborate 

the choice of the best parameters analysed and compare weather or not the 
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behaviour of the pheromone coefficient is actuating in the similar way for 

each environment. The next three environments will be tested: 

 

- Environment 1: Only one food source with a quality of 10 located at 0.33m 

from the nest. It is interesting to check this behaviour in order to check the 

ants' behaviour when only one food source is available. It will allow an 

analysis of the overcrowding in a swarm environment and to check the 

efficiency of the collection depending on the number of robots: 

 

 

Figure 9. Environment 1 

 

- Environment 2: The second environment is similar than the first one but 

adding a food source. This new source is located in the opposite site of the 

first food source. This second food source has half of the quality of the first 

one. This environment evaluates how the robots are able to discern between 

two food sources while maximising the throughput. What is more, it is also 

evaluating how the coefficients of the pheromone can be changed to obtain a 

better food quality priority.  

мл 
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Figure 10. Environment 2 

 
 

 
- Environment 3: This last environment is comprised with the same qualities 

and food sources location as the one in the Quality experiment. This 

environment is going to reveal how the robots can distribute and collect food 

while the number of food source is really high. It should be obtained which 

parameters of the pheromone and how many robots are needed for this 

environment. The current environment with each quality in white is shown in 

the next figure: 

 

Figure 11. Experiment 3 
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Another interesting parameter that should be checked is the execution time 

of the experiment. This will be compared with different qualities and how the 

collection increase over the time using the parameters previously found to 

maximize the throughput. 

All the experiments explained above are planned to be completed firstly, in 

simulation mode and later proven in the real robots. The simulation is going 

to allow more results and a better behaviour than the real implementation. 

Nevertheless, the real implementation is more reliable and realistic. Thus, it 

will have a more similar behaviour with the real ants. However, the real 

implementation is currently being developed. 
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5. Results 

5.1. Distance experiment 
 

As explained in Methodology, the first experiment performed in the simulation 

is the relation between the distances of the food source. This experiment will 

reveal which environment is the most efficient to achieve the antsô foraging. 

First of all, a comparison of a medium food source from the nest and a close 

source from the nest is performed in order to check which is giving a large 

collection for the same period of time.  

Analysing the collection of the food over 100 experiment with an environment 

comprise by two sources where source 1 (red) is located at 0.66m from the 

nest (medium distance location) and source 2 (blue) at 0.33m (near distance 

location), an overlapping histogram for both sources is shown below: 

 

Figure 12. Histogram mid-close food 

It is analysed how the collection of the food discern over the distance. In the 

medium location source the average collection through the 100 experiments 

is up to 375 whilst the closest source is around 400. 
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In the first instance, it can be concluded that the second source has a better 

performance than the first one. Analysing deeply a box plot can be plotted to 

approve this finding: 

 

Figure 13. Box plot mid-close food 

A box plot is a potent tool to organise the data in a visual and clear way, 

agreeing with (Williamson, Parker, & Kendrick, 1989). The box plot shows in 

a bold line the average collection and in the highest and lowest collection in 

the top and in the bottom respectively. What is more, the height of the 

rectangle shown is describing the spread of the data. 

As it can be observed, the close source, source 2, has a wide range with 

highest and lowest values but with a middle point much bigger than the 

medium source. It can be conclude that the close source is performing better 

in most all the cases but it is not always the best solution due to the fact that 

its lowest point is lower than the one of the medium food source.  That is 

why; the distribution of the robots in the environment is random which means 

that in some experiments the robots can be located far from the current food 

source. It should bear in mind that in order to perform a full analysis of the 

environment a high number of experiments should be execute in order to 

achieve reliable results.  
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The next comparison is performed with a far source (1m) and with a medium 

source (0.66m) from the nest. The results obtained using 100 experiments 

are the following ones:  

 

Figure 14.Histogram mid-far food 

 

Figure 15. Box plot mid-far food 

These two charts reveal that the difference of the collection of the food, 

taking into account the distance, stills the same, as shown above. In this 

case, source 1 is the medium source and source 2 is the far source. It is 

analysed how the medium source is achieving a lower collection with an 

average around 360 whilst source 2 is up to 340. In this case is shown how 
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the collection of the medium source is reduced due to the use of a lot of 

resources to achieve the farthest source. 

To sum up, to accomplish the best collection of food to the nest, the best 

food source location is the one closest to the nest. However, the food quality 

will affect in the ants decision. That is why; in the next section this 

phenomenon will be taken into account. 

The distribution of the robots, once the experiment is finished, is an 

interesting parameter to analyse. This distribution is represented as the 

number of robots that are working in the collection of a specific food source 

when the experiment is stopped. This is delimited by a rectangular shape that 

comprise the way from the food to the nest. 

The comparison between a close source and a medium source is the 

following one: 

 

Figure 16. Distribution histogram mid-close food 
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Figure 17. Distribution box plot mid-close food 

 

The comparison between the far and the medium one is the next one: 

 

 

Figure 18. Distribution histogram mid-far food 
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Figure 19. Distribution box plot mid-far food 

 

The average of the experiments shown is providing the following averages: In 

this case, there are 6 robots for a close source, 16 robots for a medium 

source and 28 robots for the farthest one.  

It is remarkable the results obtained in this last analysis, a higher number of 

robots are working in a further food sources rather than in closer ones. This 

fact happens because the trail of pheromone left from the robots located in a 

further food source is longer and it is spread in a wider distance. Due to the 

randomly disposition of the robots, the chance to find this trail is higher than 

the one for closer food sources that has a smaller area of interaction.   

To conclude, a highest distance will enable a lowest collection but also, a 

large number of robots collecting food from it. The efficient foraging in an 

antsô colony, just taking into account the distance, reveals that a food source 

nearby spends less resources whilst enabling a fastest collection of the food. 



 

54 
 

5.2. Quality experiment 

Once the distance is proven its effects in the ants' foraging, the next step is 

to provide a deeply analysis of the quality in the food sources.  

First of all, an environment of 50 robots and 4 food sources experiment is 

implemented. The food sources have different qualities 10, 8, 5 and 3 

respectively. After a ten minutes performance, the results obtained are the 

following ones: 

Source number Quality Collections % of collection 

1 10 69 30.67% 

2 8 55 24.44% 

3 5 52 23.11% 

4 3 49 21.78% 

 

Table 3. Quality collections results 

It can be observed how the collection number decreases with the quality due 

to a better quality involves a printing of pheromone every time step while a 

lower quality enables the printing in a linear way.  

However, the percentage of collection is not following a linear progression. 

For instance, the percentage of collection of a quality 10 is around 30%, 

while the collection in source 5 is around 20%. This second one is printing 

half of the pheromone of the first one but the percentage of collection is not 

the half. That is why; some of the robots reach the food source just by 

chance, due to the random walk. Thus, it cannot be expected to have 

linearity between the collection and the quality, as shown below: 
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Figure 20. Collection vs quality graph 

The data shown is provided by an experiment of changing each quality food 

source in comparison with a 10 quality food source. It is showing the non-

linearity explained above. Another fact that makes the quality-collection 

relation nonlinear is the fact that once a quality big enough is achieved, in 

this case quality of 3, the ants are able to follow the pheromone path. 

Therefore, the ants continue collecting food from this point instead of foraging 

for richer food sources. Changing the diffusion, amount or evaporation 

pheromone parameters this quality threshold can be modified. As observed, 

from quality 3 to 9 the collection is almost the same which proves that the 

robots can follow the path without getting much lost. Despite this fact, the 

collection in 10 is quite higher due to the ants never get lost through the trail. 

However, qualities lower than 3 are achieving really low collections, mostly 

collecting the food because of the random move and without having the 

chance of following a pheromone trail. 
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Box plots comparing each quality with a quality of 10 can be plotted to 

corroborate this relation. It is created a scenario with two food source in the 

same distance to the nest and with 100 robots. The results obtained are the 

next ones where source 1 is the quality modified and source 2 is always 10: 

 

 

Figure 21. Box plots with 1, 2, 3 and 4 qualities, respectively vs 10 quality 

 
 
 

 

  
Figure 22. Box plots with 5, 6, 7, 8, 9 and 10 qualities, respectively vs 10 quality 

Food average with quality 5, 6 and 7 vs 10        Food average with quality 8, 9 and 10 vs 10 

 


































































































































































